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Abstract– In this work a global adaptive feedback
control system for induction motor servo drives is
proposed. A certainty equivalence approach is used
based on nonlinear discrete input-to-state (ISS) and
robust stability concepts [1]. The control algorithm
design is based on a continuous feedback stabilization
technique proposed in Marino et al. [2] and the adap-
tive feedback control is based on the discrete exten-
sions of the input-to-state and robust stability defin-
itions established in Sontag et al. [3]. The controller
is based on the indirect field oriented characteristic
equations. A convergent flux observer, Kalman ex-
tended filter based [4], is used to implement the con-
trol feedback loop and to identify the rotor resistance
value. Different operation conditions and practical
implementation characteristics of the system (PWM
algorithms and antialiasing filters) are considered in
several simulations.
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I. Introduction

The output feedback problem for the nonlinear
system shaped by the induction motor model and
the control system (for flux and speed regulation)
presents several approaches and a great variety of
solutions has been proposed.
Assuming no parametric variations and that all

the state variables (including rotor fluxes) are avail-
able, the regulation problem of flux and speed can
be solved by the field oriented control [5], or by the
input-output linearizing control. In the second ap-
proach, the nonlinear state-space change of coordi-
nates and the nonlinear state feedback transforma-
tion are used for a more ambitious objective, the
exact feedback variables decoupling, i.e., the speed
and flux modulus can be independently controlled
with linear dynamics. The field oriented control
achieves the same property only asymptotically, pro-
vided that the reference for the flux modulus is kept
constant.
Considering the magnitude of the parametric vari-

ations in the rotor resistance and load torque vari-

ables, in different operation states, the control tech-
nique must solve this problem through an adaptive
or robust approach [6], [7].

In this work a discrete indirect field oriented based
controller is presented. The control design provides
a stability proof when no parametric variations in
the motor are assumed and all state variables (rotor
fluxes) are available. Also, a global adaptive feed-
back control system is proposed using a certainty
equivalence approach based on nonlinear discrete
input-to-state (ISS) and robust stability concepts
[3], [1]. A nonlinear asymptotic observer proposed
in [4] is used for rotor flux estimation and rotor re-
sistance identification.

The controller design, one of the contributions of
the work, is based on a continuous feedback sta-
bilization technique proposed in [2]. It must be
pointed out that it is assumed a current-fed ma-
chine and the observer is based on the reduced-order
model of the IM, thus, there is no need for consid-
ering the stator circuit dynamics and the computa-
tional cost of the controller implementation is de-
creased.

The IM model and the regulation errors are de-
fined in section II. The discrete feedback controller
is described in section III. The design of the non-
adaptive version of the stabilization controller is pre-
sented in section IV. The stability considerations,
assuming parametric variations, is presented in sec-
tion V. In section VI, some simulations are presented
and the observability analysis of the reduced IM
model when assuming rotor resistance identification
are made. The concluding remarks are presented in
section VII.

II. Problem Formulation

The reduced induction motor model, equation
(III.15), considering a general (dq) time varying ref-



erence frame rotating at speed wφ, becomes

ΦRdq(k+1)= [

µ
1− TaRR

LR

¶
I − Ta(wφ(k)

−wm(k))Jc]ΦRdq(k)+
TaLmRR
LR

iSdq(k) (1)

where ΦRdq(k) =
h
φRd(k),φRq(k)

iT
and iSdq(k) =£

isd(k), isq(k)
¤T
represent the rotor flux and stator

currents vectors, respectively. Ta represent the sam-
pling time, I represent the dimension 2 identity ma-

trix, Jc the matrix defined as Jc =
·
0 −1
1 0

¸
and

02×2 the null matrix.
The discrete IM model is complemented by the

mechanical dynamic, more precisely,

wm(k+1)=

µ
1− DTa

J

¶
wm(k)+

TanLm

JLR

isq(k)φRd(k)
TanLm

JLR
isd(k)φRq(k)−

Ta
J
TL(k) (2)

where the electric torque generated is T(k) =
nLm
LR

³
isq(k)φRd(k) − isd(k)φRq(k)

´
, J represent the

moment of inertia, n the number of pole pairs in
the motor, D the coefficient of viscous friction and
TL the load torque.
Let us denote by wmref and Φref the smooth

bounded references signals for the output variables
to be controlled, i.e. speed and rotor flux modulus.
Considering the field oriented control strategy [5],
the tracking errors of the speed and the (d,q) flux
components are defined asewm(k) = wm(k) −wmref(k) (3)eφRd(k) = φRd(k) −Φref(k) (4)eφRq(k) = φRq(k) (5)

Notice that aiming a discrete dynamic feedback
compensator and considering the rotor flux field ori-
ented principle, the technique must guarantee that
·
ρ(k) = wφ(k) and·
isα(k)
isβ(k)

¸
=

 cos
³
ρ(k)

´
-sin

³
ρ(k)

´
sin
³
ρ(k)

´
cos
³
ρ(k)

´ · isd(k)
isq(k)

¸
by means of the measured variables (wm(k),
isdq(k), vsdq(k)). Then, for any unknown TL(k) and
RR(k), and for any initial condition (wm(0), φRαβ(0),

isαβ(0)) we obtain

lim
k→∞

¡
wm(k) −wmref(k)

¢
= 0 (6)

lim
k→∞

³
φrd(k) −Φref(k)

´
= 0

lim
k→∞

φrq(k) = 0

which imply

lim
k→∞

µq
φ2ra(k) + φ2rb(k) −Φref(k)

¶
= 0 (7)

It must be pointed out that conditions (6) and (7)
clearly implies rotor flux field orientation.

III. Discrete Feedback Controller

As in [2] lets proceed, initially, with the design
of the global discrete dynamic speed feedback con-
troller assuming no parametric variations, i.e., lets
consider the discrete reduced order model of the IM,
equation (1), assuming both TL and RR as known.
Basing our approach in the indirect field oriented
control [8], conditions (6) and (7) are achieved when

wφ(k) = wm(k) +
RRLm

LRΦref(k)
isq(k) −

usq(k)
Φref(k)

(8)

isd(k) =
LR

RRTaLm
(φref(k) − φref(k−1))

+
φref(k−1)
Lm

+
LR
RRLm

usd(k) (9)

isq(k+1) =
JLR

nLmΦref(k)
(
D

J
wm(k) − k2 ewm(k) + Tl(k)

J

+
wmref(k+1) −wmref(k)

Ta
+
uw(k)
Ta

) (10)

where k2 > 0 is a design control parameter that al-
lows fast speed regulation and (usd(k), usq(k), uw(k))
are suitable functions to be used for the stability
proof .
Remark 1. It must be pointed out that equations

(8), (9) and (10) are determined based on the dis-
cretizated representative equations of the continuous
indirect field oriented control. The main objective
of these expressions is to guarantee cancellation of
terms that forces the rotor flux magnitude to be close
to the reference value and to allow an appropriate
speed regulation.
Remark 2. For continuous time systems, con-

tinuous stabilization implies ISS stabilization by
means of a state-feedback change u = K (x) + v.
For discrete-time systems, a more complex feedback
transformation of the form u = K1 (x) +K2 (x) v is
required in general. The constructions of the feed-
back terms K1 and K2 turns out to be nontrivial
[3].
Now, subtracting the IM reduced model, equa-

tions (1)-(2), by proper controller expressions, (8)-
(10), we obtain the discrete dynamics of the regu-



lation error, i.e.,

ewm(k+1) = (1− k2Ta) ewm(k) + TanLm
JLR

(isq(k)eφrd(k) − isd(k)eφrq(k)) + uw(k) (11)

eφRd(k+1) = eφRd(k) − TaRRLR
eφRd(k)

+Ta(wφ(k) −wm(k))eφRq(k) + Tausd(k) (12)
eφRq(k+1) = eφRq(k) − TaRRLR

eφRq(k)
−Ta(wφ(k) −wm(k))eφRd(k) + Tausq(k) (13)
IV. Stability Analysis

Before proceeding with the design of the discrete
controller assuming parametric variations, some
central results obtained in [9] and [3] are summa-
rized. Consider the general nonlinear discrete time
system,

x(k+1) = f
¡
x(k), u(k)

¢
(14)

where states x(k) are in <n, and control values u(k)
in <m, for some n and m, for each time instant
k∈ +, the set of all no negative integers. We assume
that f : <n × <m → <n is continuous and satisfies
f (0, 0) = 0.
Definition 1. A function γ : <≥0 → <≥0 is a K-

function if it is continuous, strictly increasing and
γ (0) = 0; it is a K∞ − function if it is a K −
function and also γ (s)→∞ as s→∞[9].
Definition 2. A continuous function V on <n is

called an ISS-Lyapunov function for the system (14)
if

α1 (|ξ|) ≤ V (ξ) ≤ α2 (|ξ|)
holds for some α1, α2 ∈ K∞, and

V (f(ξ, µ))− V (ξ) ≤ −α3 (|ξ|) + σ (|µ|) (15)

for some α3 ∈ K∞, and σ ∈ K[3]. A smooth ISS-
Lyapunov function is one which is smooth.
Theorem 1. If system (14) admits an ISS-

Lyapunov function, then it is input-to-state stable
(ISS).
Proof. See [3]
Now, suppose there is a continuous function γ (·)

that belongs to class K-function, such that

Vk+1−Vk ≤ −γ
³°° ewm(k)°° ,°°°eφRd(k)°°° ,°°°eφRq(k)°°°´ < 0

(16)
then the sequence {Vk} is strictly decreasing. In or-
der to verify if {Vk} is indeed strictly decreasing, let
γ
³°° ewm(k)°° ,°°°eφRd(k)°°° ,°°°eφRq(k)°°°´ = δVk. Then the
input-to-state stability proof for the discrete system,

(8)-(10), can be obtained and is summarized in one
lemma and one theorem.
Lemma 1. Let the design input functions (usd(k),

usq(k), uw(k)) be given by the following expressions,

uw(k) = −γ1[
TanLm
JLR

³
isq(k)eφRd − isd(k)eφrq(k)´

+2 (k2Ta − 1) ewmk] (17)

usd(k) = −γ1
TdeφRd(k) + TaTRwsl(k)eφRq(k)

TaTR
(18)

usq(k) = γ1
−TaTdeφRq(k) + TaTRwsl(k)eφRd(k)

TaTR
(19)

where Td = TR − Ta, wsl(k) = wφ(k) − wm(k) and
γ1 is a positive design parameter. Then, by defining
the following Lyapunov candidate function,

V(k+1) =

µewm(k+1) +µ1− γ1
γ1

¶
uw(k)

¶2
+

µeφRd(k+1) +µ1− γ1
γ1

¶
Tausd(k)

¶2
+

µeφRq(k+1) +µ1− γ1
γ1

¶
Tausq(k)

¶2
(20)

the regulation errors ( ew(k), eφRd(k), eφRq(k)) converges
to zero asymptotically when δ, k2 and γ1 satisfy the
following inequalities ,

0 < δ < 1 (21)

1−√1− δ

Ta
≤ k2 ≤ 1 +

√
1− δ

Ta
(22)

(1− γ1)(1− δ)[(1− γ1)u
2
w(k−1)

+2 ewkuw(k−1)γ1] ≥ 0 (23)

Remark 3. Since the inputs variables uw(k), usd(k)
and usq(k) are explicit functions of the states, and¡
uw(k), usd(k), usq(k)

¢
= 0 when

³ ewm(k), eφRd(k), eφRq(k)´ =
0, then, V(0) = 0. Moreover, once V(k) presents a
quadratic form, then, there exist class κ∞ functions
α1 and α2, such that

α1 (kxkk) ≤ V (xk) ≤ α2 (kxkk)

for all xk ∈ <n [9].
Remark 4. The main purpose of

³
1−γ1
γ1

´
terms

in (20) is to force the positive design parameter γ1
in the input expressions (17)-(19).
Proof. Substituting the regulation error dynam-

ics, (11)-(13), and the design functions expressions,
(17)-(19), into the Lyapunov candidate function



(20) it is possible to verify that

V(k+1) − (1− δ)V(k) = (k
2
2T

2
a − 2k2Ta + δ) ew2m(k)

−(1− γ1)(1− δ)

γ21h
(1− γ1)u

2
w(k−1) + 2ewmkuw(k−1)γ1i

−(1− δ)

·eφRd(k) +µ1− γ1
γ1

¶
Tausd(k−1)

¸2
−(1− δ)

·eφRq(k) +µ1− γ1
γ1

¶
Tausq(k−1)

¸2
(24)

As we can note, the inequality (16) is satisfied
when conditions (21)-(23) are guaranteed. There-
fore, ( ew(k), eφRd(k), eφRq(k)) = 0 is a globally expo-
nentially stable equilibrium point for the closed-loop
system (17)-(19) and (11)-(13).
The final expressions for the discrete dynamic

compensator are obtained substituting equations
(17)-(19) into the system input variables, (8), (10),
more precisely

wφ(k) = wm(k) +
Lm

TR(Φref(k) + γ1
eφRd(k)) isq(k)

+
Td
TaTR

γ1
eφRq(k)

Φref(k) + γ1
eφRd(k) (25)

isd(k) =
LR

RRTaLm
(φref(k) − φref(k−1))

+
φref(k−1)
Lm

− Td
TaLm

γ1
eφRd(k)

− γ1
eφRq(k)

Φref(k) + γ1
eφRd(k)·

isq(k) + γ1
Td
LmTa

eφRq(k)¸ (26)

isq(k+1) =
JLR

nLmΦref(k)
(
D

J
wm(k) − k2 ewm(k)

+
Tl(k)
J

+
wmref(k+1) −wmref(k)

Ta

−γ1 (k2Ta − 1) ewm(k))− γ1
Φref(k)

(isq(k)eφRd(k) − isd(k)eφRq(k)) (27)

where a small γ1 can guarantee condition (23) and a
large k2 provides well tuned responses in the track-
ing of wm(k). In section VI the exact design para-
meters values (k2, γ1 and δ) are chosen aiming ac-
complish conditions (21)-(23) and reach a controller
with a suitable regulation performance.
Theorem 2. Considering the design input func-

tions, equations (17)-(19), the candidate function,

represented in expression (20), constitutes an ISS-
Lyapunov function for the system (11)-(13) with
respect to

¡
uw(k), usd(k), usq(k)

¢
assuming smooth

wsl(k), isd(k) and isq(k) variables with bounded op-
eration intervals.
Proof. The state-to-input functions related to the

system (11)-(13), σ (·) in definition V.2, are deter-
mined by inverting the relation defined in (17)-(19)
[9] and aplying singular values, more precisely,

ewm(k) = −12 1

γ1 (1− k2Ta)
uw(k)

+
1

2
µ
(isq(k)Td − isd(k)wsl(k)TaTR)TaTR
γ1(1− k2Ta)(T 2d +w2slT 2aT 2R)

usd(k)

−1
2
µ
(isd(k)Td + isq(k)wsl(k)TaTR)TaTR

γ1(1− k2Ta)(T 2d +w2slT 2aT 2R)
usq(k)

eφRd(k) = − TdTaTR
γ1(T

2
d +w

2
slT

2
aT

2
R)
usd(k)

+
wslT

2
aT

2
R

γ1(T
2
d +w

2
slT

2
aT

2
R)
usq(k)

eφRq(k) = − wslT
2
aT

2
R

γ1(T
2
d +w

2
slT

2
aT

2
R)
usd(k)

− TdTaTR
γ1(T

2
d +w

2
slT

2
aT

2
R)
usq(k)

where TR = LR
RR

and µ = TanLm
JRR

.
Then, expression (20) conform a ISS-Lyapunov

function, i.e. σ constitutes a κ−function, whenever
matrix S

¡
wsl(k), isd(k), isq(k)

¢
presents constant and

non-null gains. This property can be guaranteed as-
suming smooth wsl(k), isd(k) and isq(k) variables with
bounded operation intervals.
Remark 5. It must be pointed out that direct and

quadrature currents ( isd(k), isq(k)) presents constant
dc values when field oriented control is achieved,
moreover, since isd(k) and isq(k) constitutes the con-
trol inputs variables, they are limited in the following
operation intervals

−Isat ≤ isd(k) ≤ Isat
−Isat ≤ isq(k) ≤ Isat

where Isat represent the saturation value of the cur-
rent variables ( 50A in all simulations).

In the same way, the slip frequency (wsl ), due to
construction characteristics of the induction motor,
present constant small values (steady state) with the
following operation interval

0 ≤ wsl(k) ≤ wslmax
where wslmax represent the maximum slip frequency
value and depends of the machine’s maximum load
torque value (break down torque) [5].



Finally, notice that with isd(k), isq(k) and wsl(k)
inside the operation intervals, some smooth varia-
tions in their values does not have significant effect
in the singular values of matrix S.
By theorems V.1 and V.2 it is possible to

conclude that system (11)-(13) it is Input-to-
State stable (ISS) with respect to variables¡
uw(k), usd(k), usq(k)

¢
.

V. Parametric Variations Considerations

The Input-to-State Stability (ISS) is a strong
property for nonlinear systems. As in the contin-
uous case, whenever this property can be assured
for disturbances entering additively to the states in
a stabilizing state discrete feedback law, estimates
from a converging state observer can be used in a
certainty equivalence approach [1].
Remark 6. It should be stressed that the design

of the controller and the estimation algorithms ob-
jectify to validate the certainty equivalence approach
used. Thus , simulations testing a robust behavior of
the whole nonlinear system (controller and estima-
tor) regard considerable estimation errors are real-
ized. This robust performance could verify the con-
nection between input-to-state characteristics and
robust stability presented in [3].
In the reduced order model case of the IM, since

TL and RR are unknown constants the expressions
(8)-(10) are modified by replacing the variable pa-
rameters by their estimates bTL(k) and bRR(k). More
precisely,

wφ(k) = wm(k)

+
bRR(k)Lm
LRΦref(k)

isq(k) −
usq(k)
Φref(k)

(28)

isd(k) =
LRbRR(k)TaLm (φref(k) − φref(k−1))

+
φref(k−1)
Lm

+
LRbRR(k)Lmusd(k) (29)

isq(k+1) =
JLR

nLmΦref(k)
(
D

J
wm(k)

−k2 ewm(k) + bTL(k)
J

+
wmref(k+1) −wmref(k)

Ta
+
uw(k)
Ta

) (30)

Introducing the parameter estimation errors

eRR(k) = RR − bRR(k) (31)eTL(k) = TL − bTL(k) (32)

the regulation error dynamics, expressions (11)-(13),

are recalculated as

ewm(k+1) = (1− k2Ta) ewm(k)
+
TanLm
JLR

(isq(k)eφrd(k) − isd(k)eφrq(k))
−Ta
J
eTL(k) + uw(k) (33)

eφRd(k+1) = eφRd(k) − TaRRLR
eφRd(k)

+Tawsl(k)eφRq(k) + Ta
LR
(Lmisd(k)

−Φref(k)) eRR(k) + Tausd(k) (34)eφRq(k+1) = eφRq(k) − TaRRLR
eφRq(k)

−Tawsl(k)eφRd(k) + TaLmLR
isq(k) eRR(k)

+Tausq(k) (35)

It should be noted in equations (33)-(35), that
the parameter estimation errors (considered as per-
turbations) are introduced additively to the states.

Also, notice that setting
³ eRR(k), eTL(k)´ = 0, in ex-

pressions (33)-(35), equations (11)-(13) can be ob-
tained.
In section IV some conditions that guarantees ISS

property were presented. Hence, in the following
section some typical simulations are presented con-
sidering this analysis and using the convergent ob-
server proposed in [4].

VI. Simulations and Observability Analysis

In order to take advantage of the observability
analysis of the reduced order IM model, presented
in [6], it is assumed a constant known load torque
(TL) and a constant but unknown rotor resistance
(RR). Also, it is assumed the following conditions
in all the simulations,
i) The discrete controller performance, using the

convergent flux estimator proposed in [4], is inves-
tigated. Therefore in all simulations the estimated
flux components are feedback.
ii) The observability conditions are satisfied, i.e.,

the motor speed and load torque do not present null
values simultaneously.
iii) The ISS conditions are satisfied, i.e., the cur-

rent saturation variables and load torque are given
as Isat = 50A and TL = 50.4Nm ≤ TLmax.
iv) The observer initial conditions and design ma-

trices, are given by
COO: P(0) = I5, Rk+1 = 2Hk+1 Pk+1/kH

T
k+1 +

10−3I2 and Qk = 104eTk ekI5 + 10
−3I5

ROO: P(0) = diag(2 · 103, 2 · 103, 1), Rk+1 =

8Hk+1 Pk+1/kH
T
k+1+10

−2I2 and Qk = 104eTk ekI3+10
−2I3



The controller design parameters are given
by k2 = 51 and γ1 = 1e− 9.
In Fig. 1 we assume initial estimates close to

the actual values, more precisely, Φref = 1.13Wb,
ΦR(0) = bΦR(0) = 0.0 [Wb], TL = 50.4 [Nm], RR =
0.706Ω and bRR(0) = 0.353Ω. In Fig. 2, the observer
is initialized with unfavorable values, that is, initial
conditions far from the actual ones, Φref = 1.13Wb,
ΦR(0) = 0.00, bΦR(0) = 5.65 [Wb], TL = 50.4 [Nm],
RR = 0.706Ω and bRR(0) = 3.53Ω.
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Fig. 1. Initial estimates close to actual values.
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Fig. 2. Initial estimates far from actual values.

As figures 1 and 2 show, the estimation algorithm
presents a suitable performance even with non fa-
vorable initializations. Both simulations represents
the typical behaviour of the system, fact verified
with several realizations. It should be noted in Fig.
2 that the certainty equivalence approach used is
validated once the controller presents a robust be-
havior regard considerable estimation errors. This
robust performance could verify the connection be-
tween input-to-state characteristics and robust sta-
bility presented in [3] considering the additively dis-
turbances that estimation errors represents, equa-
tions (33)-(35).

VII. Conclusions

In this paper, an adaptive linearizing discrete
controller for induction motors drives, using a re-
duced order model, is presented. The discrete time
controller design is based on a continuous stabiliza-
tion control technique proposed in [2] and the adap-
tive feedback control (observer based) using the dis-
crete extensions of the input-to-state stability defi-
nitions [3].
Some stability considerations when assuming

parametric variations were done in order to assure
an input-to-state stability (ISS) proof of the pro-
posed discrete controller. More precisely, assum-
ing availability of states and non parametric vari-
ations, the convergence of the control system is de-
termined by means of a Lyapunov analysis. Then, it
is verified that the combination of an independently
designed convergent observer and the asymptotic
state-feedback controller assure stability for additive
disturbances (parametric variations) [1], [9].
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