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Abstract— The aim of this paper is to present a design
strategy to improve the performance of a UPS system with
arbitrary switched loads by means of discrete-time switched
state feedback H∞ control with pole location constraints.
Sufficient linear matrix inequalities conditions are given
to determine controller gains that guarantee: i) transient
responses within specified bounds; ii) attenuation of distur-
bances that are energy signals; iii) overall stability of the
closed-loop system for any arbitrary switching rule. Numer-
ical results show how the proposed scheme can improve the
overall performance of the UPS system under analysis.

Keywords – Discrete-time switched linear systems; H-
infinity control; Linear matrix inequalities; Pole location;
Switched Lyapunov functions; Uninterruptible power sup-
plies.

I. INTRODUCTION

Switched linear systems are an important class of
dynamical systems defined by several subsystems and a
rule (switching function) that determines which subsystem
is active at each instant of time [1]. Many engineering
applications present switching behaviors, rising for exam-
ple from the use of switching control techniques [2], with
special attention to switched electrical circuits [3]. Among
these circuits, an important class is the one which includes
the uninterruptible power supply (UPS) systems, used
to feed critical loads as medical and telecommunication
equipment (see [4], [5] for details). UPS performances
can be measured in terms of transient response and total
harmonic distortion of the output voltage waveform. A
very important feature of the system is the capacity to
assure a sinusoidal output voltage with low distortion,
even in the presence of nonlinear loads, as switched
cyclic loads that are common for this application. Several
techniques have been used to improve the system robust-
ness and performance, with special attention to discrete-
time control strategies, since they allow to implement
sophisticated control schemes in low cost digital pro-
cessors. For instance, deadbeat control was applied to
UPS systems in [6], [7], a predictive control was used
in [8] and a robust model reference adaptive controller
was used in [9]. Repetitive controllers, whose objective is

to reduce errors caused by periodical disturbances, have
shown good results for UPS applications, reducing the
distortion caused by cyclic loads, as reported in [10], [11],
[12], [13]. The aim here is to address the control of a
UPS system with an arbitrary switching load by means of
a discrete-time switched H∞ state feedback control with
pole location constraints. Differently from the previous
mentioned works and from most of the papers dealing with
control of UPS in the literature, the proposed approach is
based on Lyapunov functions and uses the linear matrix
inequality (LMI - see [14] for details) framework to solve
the design problem efficiently.

It is well known that quadratic Lyapunov functions
have been widely used for robust stability, filtering and
control of several classes of systems [14], [15], [16]. This
class of functions could be used to address the problem
under consideration here, providing a fixed control gain
to achieve the design specifications, but since the same
matrix must be used to assess the stability of the entire
domain, this condition can be frequently unfeasible or
can lead to conservative results. Less conservative results
can be obtained through piecewise Lyapunov functions,
whenever the transitions between two subsystems of the
switched system are described by some rule on the state
space [17], [18]. However, this class of Lyapunov func-
tions often produces tests of high numerical complexity,
not suitable to cope with systems subject to arbitrary
switching rules.

Recently, LMI conditions for the analysis and control
synthesis of discrete-time linear uncertain time-varying
systems have been given, based on parameter dependent
Lyapunov functions, including H∞ norm specifications
[19], [20]. The present paper extends the results of [20]
to the context of discrete-time switched systems with
arbitrary switching rules, taking into account pole location
specifications inside circles with given centers and radii,
lying inside the unit circle. The proposed technique guar-
antees transient responses within prespecified bounds and
minimizes the effect of energy signal disturbance inputs in
the output of the closed-loop system. The application in a
UPS system with an arbitrary switched load shows that the
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performance of the system can be significantly improved
with the control strategy proposed here, illustrating the
efficiency and usefulness of the H∞ switched control with
pole location.

II. PROBLEM FORMULATION

Consider the discrete-time switched linear system

xk+1 = Aα(k)xk +B1α(k)wk +B2α(k)uk (1)

zk = Cα(k)xk +D1α(k)wk +D2α(k)uk (2)

where xk ∈R
n is the state, wk ∈R

r is an exogenous input,
uk ∈ R

m is the control input, zk ∈ R
p is the controlled

output and Aα(k) ∈ R
n×n, B1α(k) ∈ R

n×r, B2α(k) ∈ R
n×m,

Cα(k) ∈ R
p×n, D1α(k) ∈ R

p×r, D2α(k) ∈ R
p×m are the

subsystems matrices. The switching function α(k) is not
known a priori but it is available at each sample k, being
described as

α(k) : N −→ J , J = {1, . . . ,N} (3)

The design problem addressed here is to find, if possi-
ble, a state feedback control law

uk = Kα(k)xk (4)

with Kα(k) ∈ R
m×n such that the following properties are

verified:

P1) The poles of each linear subsystem of the closed-loop
switched system, that is, the eigenvalues of (A j +
B2 jK j), j = 1, . . . ,N, are located in the circle with
center at σ j, with −1 < σ j < 1 and radius r j, with 0 <
r j ≤ 1, placed inside the unit circle in the complex
plane, depicted in Figure 1.
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Fig. 1. Circular region with center σ j and radius r j for pole location
of each subsystem (A j +B2 jK j), j = 1, . . . ,N.

P2) For any input wk ∈ `2, the output zk ∈ `2 is such that

‖zk‖2 < γ‖wk‖2 (5)

for some γ > 0. Any value of γ satisfying (5) is called
an H∞ guaranteed cost of the closed-loop switched
system and it is of great interest to determine the
switched control gains that provide the smallest at-
tenuation level.

Property P1) can assure to each linear subsystem of
the system the desired rate of asymptotic damping and
frequency of oscillation, when the switching sequence
allows the accommodation of all the system modes, as
well as the closed-loop stability under any switching
sequence, when wk = 0. Property P2) guarantees that the
closed-loop system can reject disturbances in `2 for any
arbitrary switching sequence.

III. PRELIMINARY RESULTS

Consider system (1)-(2) with wk = 0 and uk = 0. A
sufficient LMI condition for the stability in this case is
reproduced in the next lemma (quadratic stability, [14]).
Lemma 1 If there exists a symmetric positive definite
matrix P ∈ R

n×n such that

A′
jPA j −P < 0 , j = 1, . . . ,N (6)

then system (1)-(2) with wk = 0 and uk = 0 is stable for
any arbitrary switching function.

Proof: Consider the Lyapunov function

v(xk) = x′kPxk, P = P′ > 0 (7)

The difference function

∆v(xk) = v(xk+1)− v(xk) (8)

is given by

∆v(xk) = x′k
(

A′
α(k)PAα(k) −P

)

xk (9)

The feasibility of Lemma 1 assures that (9) is negative for
all xk 6= 0, thus guaranteeing the system stability. 2

A less conservative condition to assess the stability of
the system under consideration is reproduced in the next
lemma.

Lemma 2 The following statements are equivalent [21]:

i) If there exist symmetric positive definite matrices Pj ∈
R

n×n, j = 1, . . . ,N such that

A′
jPiA j −Pj < 0 , ∀(i, j) ∈ J × J (10)

then system (1)-(2) with wk = 0 and uk = 0 is stable for
any arbitrary switching function;
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ii) If there exist symmetric positive definite matrices Pj ∈
R

n×n, j = 1, . . . ,N such that (? represents symmetrical
blocks in the LMIs)

[

Pj ?
PiA j Pi

]

> 0 , ∀(i, j) ∈ J × J (11)

then system (1)-(2) with wk = 0 and uk = 0 is stable for
any arbitrary switching function;

iii) If there exist symmetric positive definite matrices S j ∈
R

n×n, j = 1, . . . ,N such that
[

S j ?
A jS j Si

]

> 0 , ∀(i, j) ∈ J × J (12)

then system (1)-(2) with wk = 0 and uk = 0 is stable for
any arbitrary switching function;

iv) If there exist symmetric positive definite matrices S j ∈
R

n×n, and matrices G j ∈ R
n×n, j = 1, . . . ,N such that

[

G j +G′
j −S j ?

A jG j Si

]

> 0 , ∀(i, j) ∈ J × J (13)

then system (1)-(2) with wk = 0 and uk = 0 is stable for
any arbitrary switching function.

Proof: The equivalence between i) and ii) is straightfor-
ward, obtained using Schur complement. To prove the
equivalence between ii) and iii), multiply at left and at
right (11) by

T =

[

P−1
j 0
0 P−1

i

]

and use the variable transformation S j = P−1
j , Si = P−1

i to
obtain (12) and vice-versa. Equivalence between iii) and
iv): if (12) has a solution S j, j = 1, . . . ,N, then (13) will be
feasible for G j = G′

j = S j. Conversely, if (13) is feasible,
then multiplying (13) at left by

T =
[

−A j I
]

and at right by T ′, one has Si−A jS jA′
j > 0, which is Schur

complement of (12). 2

Note that condition i) of Lemma 2 contains the
quadratic stability condition of Lemma 1 as a special case
(Pj = Pi = P). Thus, Lemma 2 produces less conservative
evaluations of stability of the system. Notice also that
although conditions i) to iv) of Lemma 2 are equivalent in
the case of stability analysis, matrices G j in (13) provides
an extra degree of freedom in the design of state feedback
control gains, when the problem of structural constrained
control is addressed (see, for instance, [22]).

The extension of condition iv) of Lemma 2 for synthesis
is reproduced in the next lemma (see [21] for details).

Lemma 3 If there exist symmetric positive definite ma-
trices S j ∈ R

n×n, and matrices G j ∈ R
n×n and Fj ∈ R

m×n,
j = 1, . . . ,N such that

[

G j +G′
j −S j ?

A jG j +B2Fj Si

]

> 0 , ∀(i, j) ∈ J × J (14)

the the stability of system (1)-(2) with wk = 0 is assured
by the state feedback control law (4), where the switching
function α(k) (3) selects the active control gain in the set
K j = FjG

−1
j , j = 1, . . . ,N.

Proof: Replace A j in the expression (13) by A j + B2K j

and use the change of variables Fj = K jG j to obtain (14).
2

The extension of the stabilization problem of Lemma 3
to deal with pole location and H∞ control is presented in
the next session.

IV. MAIN RESULT

Theorem 1 For given values of −1 < σ j < 1, 0 < r j ≤ 1,
j = 1, . . . ,N, with | σ j | +r j ≤ 1, if there exist positive
definite matrices S j ∈ R

n×n and matrices Z j ∈ R
m×n and

G j ∈ R
n×n, j = 1, . . . ,N such that









r j(G j +G′
j −S j) ? ? ?

0 γ(r jI) ? ?
A jG j +B2 jZ j +σ jG j r jB1 j Si ?

r j(C jG j +D2 jR j) r jD1 j 0 γ(r jI)









> 0 ,

∀(i, j) ∈ J × J (15)

then the switched control law

uk = K jxk , K j = Z jG
−1
j , j = 1, . . . ,N (16)

stabilizes the switched system (1)-(2) with an H∞ guar-
anteed cost γ and imposes to each linear mode the pole
location given in Figure 1.

Proof: Condition (15) comes from [20], replacing A by
(A + σI)/r and B2 by B2/r, taking into account the
respective indices. Thus, condition (15) guarantees the
stability of

xk+1 =
(A j +B2 jK j +σ jI

r j

)

xk (17)

with an H∞ guaranteed cost γ. 2

Theorem 1 deserves some remarks.

• i) Theorem 1 is a sufficient LMI condition to
compute switched state feedback gains that en-
sure properties P1) and P2) to the closed-loop
switched linear system. Notice that the matrices
(A j,B1 j,B2 j,C j,D1 j,D2 j), j = 1, . . . ,N are the data of
the problem. The parameters σ j and r j, j = 1, . . . ,N
are chosen by the control designer and the matrices
G j, S j, Z j, j = 1, . . . ,N and γ are the variables of the
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Fig. 2. Basic topology of a single-phase UPS with an arbitrary switching
load.

problem, which can be automatically determined in
polynomial time using LMI solvers, as for instance,
the LMI Control Toolbox of Matlab [23].

• ii) Conditions of Theorem 1 can also provide a robust
gain K, by using fixed matrices Z j = Z, G j = G.

• iii) Differently from [20], B2 j is supposed a switched
matrix (i.e. each linear subsystem has its own control
input matrix).

• iv) Structural constrained control can be addressed by
Theorem 1, by simply imposing specific structures
(as block diagonal matrices, for instance) to the
matrices Z j and G j, j = 1, . . . ,N. Notice that in this
case, it is not necessary to impose any constraint to
the matrices S j, j = 1, . . . ,N, that are the matrices
of the Lyapunov function that ensures stability. This
allows to reduce the conservatism in problems of
structured constrained control.

V. UPS APPLICATION

Consider the circuit of the single-phase UPS system
with a switched load, shown in Figure 2. Notice that the
resistor R in series with the ideal switch S5 is an arbitrary
switching load.

Defining the state variables x(t) = [vC(t) iL(t)]′, the
UPS system of Figure 2 can be modeled as

ẋ(t) = Ac jx(t)+Bc ju(t) ; j = 1,2 (18)

with

Ac1 =

[

0 1/C
−1/L 0

]

; Bc1 =

[

0
1/L

]

; S5 off (19)

and

Ac2 =

[

−1/(RC) 1/C
−1/L 0

]

; Bc2 =

[

0
1/L

]

; S5 on

(20)
In order to apply a discrete-time control scheme, a zero-

order-hold method with sampling period Ts has been used.
Then, system (18) becomes

xk+1 = A jxk +B juk (21)

with
xk = [vCk iLk ]

′ (22)

and

A j = exp(Ac jTs) ; B j = (exp(Ac jTs)− I)Ac j
−1Bc j (23)

Define the tracking error ek as

ek = rk − x1k (24)

with rk being a sinusoidal reference signal and

x3k+1 = x3k + ek (25)

represents an integral action over the tracking error to be
incorporated to system (21) to improve its steady state
response. Including also the effects of disturbances w(t),
the augmented system is given by

x̄k+1 = Ā j x̄k +B1 jwk + B̄2 juk +Brrk (26)

zk = C̄ j x̄k +D1 jwk +D2 juk (27)

with

Ā j =

[

A j 0
H 1

]

; H =
[

−1 0
]

(28)

B̄1 j =





b11

b21

b31



 ; B̄2 j =

[

B j

0

]

; Br =





0
0
1



 (29)

C̄ j =
[

1 0 0
]

; D1 j =
[

d11
]

; D2 j =
[

0
]

(30)

with the parameters given in Table I. The output filter has
been designed in order to exhibit a natural frequency 20
times lower than the switching frequency, which is usual
in the literature.

TABLE I

NOMINAL PARAMETERS FOR THE UPS SYSTEM.

Nominal output voltage Vo 110VRMS , 60Hz
Input voltage E 250V

Switching frequency fsw 10800Hz
Sampling period Ts 1/10800s

Output filter inductor L 1mH
Output filter capacitor C 100µF

Load R 24Ω

Matrices (Ā, B̄) j in (29), determined by (19), (20) and
(23) with the parameters of Table I, are given by

Ā1 =





0.9574 0.9128 0
−0.0913 0.9574 0

−1 0 1



 ;

B̄21 =





0.0426
0.0913

0



 ; S5 off (31)
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Ā2 =





0.9207 0.8954 0
−0.0895 0.9580 0

−1 0 1



 ;

B̄22 =





0.0420
0.0913

0



 ; S5 on (32)

Assume that

B̄11 = B̄12 =





0.2
0.5
0



 (33)

and that
D11 = D12 =

[

0.2
]

(34)

D21 = D22 =
[

0
]

(35)

Choosing the design parameters σ1 = σ2 = 0, r1 = r2 =
0.5, Theorem 1 yields the controller with gains

K1 =
[

−28.5637 −18.8443 10.9834
]

(36)

K2 =
[

−28.1810 −18.7150 11.0902
]

(37)

and H∞ attenuation level γ = 0.8812. Figure 3 shows the
response of the discrete-time model of the closed-loop
UPS system when the energy signal disturbance wk is
applied. The switch S5 is on for 60 ≤ k < 120 and it
is off otherwise. Observe the fast transient responses at
the switching instants k = 60 and k = 120 and the good
attenuation of the disturbance wk.
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Fig. 3. Response of the UPS system (29)-(35) with switched controller
gains (36)-(37). The switch S5 is on for 60 ≤ k < 120 and it is off
otherwise. The design parameters for pole location are σ1 = σ2 = 0 and
r1 = r2 = 0.5, and the attenuation level obtained is γ = 0.8812.

If a less stringent pole location specification is used, as
for instance σ1 = σ2 = 0, r1 = r2 = 0.9, Theorem 1 yields
the gains

K1 =
[

−33.7598 −20.4074 4.0156
]

(38)

K2 =
[

−33.3636 −20.2708 4.0636
]

(39)

which assure a higher attenuation of disturbances mea-
sured by γ = 0.3615, at the price of a slower transient
response, as shown in Figure 4.

0 20 40 60 80 100 120 140 160 180 200 220
−200

−150

−100

−50

0

50

100

150

200

PSfrag replacements

zk

wk

k

Fig. 4. Response of the UPS system (29)-(35) with switched controller
gains given by Theorem 1. The switch S5 is on for 60≤ k < 120 and it is
off otherwise. The design parameters for pole location are σ1 = σ2 = 0
and r1 = r2 = 0.9, and the attenuation level obtained is γ = 0.3615.

Notice that as matrices of the discrete-time model (31)-
(32) are similar for the parameters used in this application,
the gain (36) is similar to the gain (37) and the same
is valid for (38) and (39). As stated in remark ii) of
Theorem 1, it is possible to use condition (15) to compute
a fixed gain for the same specification of pole location
(σ1 = σ2 = 0 and r1 = r2 = 0.9), but the resulting cost is
γ f = 2.1909, which represents an increase of 24% on the
H∞ guaranteed cost. Thus, the switched control strategy
allows to improve the performance of the system in this
case.

Finally, it is interesting to notice that the value of the
H∞ guaranteed cost given by Theorem 1 depends on the
pole location specification. For instance, choosing σ1 =
σ2 = 0 and r1 = r2 = r, Figure 5 shows the value of the
guaranteed cost γ as a function of the radius r. Observe
that the H∞ guaranteed cost increases as the pole location
becomes more restrictive (i.e., for smaller values of r) and
the desired tradeoff must be investigated by the control
designer.

VI. CONCLUSION

This paper presented sufficient LMI conditions for the
design of a state feedback controller with switched gains
suitable to cope with pole location specifications and to
guarantee the rejection of disturbances that are energy
signals. Numerical results show a good response for a
closed-loop UPS system with an arbitrary switched load,
providing a fast transient response and good attenuation
of the disturbance, illustrating that the proposed strategy
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Fig. 5. Value of the H∞ guaranteed cost of the UPS system as a function
of the radius of a pole location with σ1 = σ2 = 0, r1 = r2 = r.

can be used to improve the closed-loop performance of
this class of circuits.
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